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Abstract—A Web crawler is also called as spider or web automation, is a program or machine driven code or script that browses the 
www during the or garnished, machine driven manner. A Web crawler is a program that goes around net assembling & storing 
knowledge for additional analysis & arrangement. Web crawler site normally part of bowers that proceeds with the search key which 
goes through hyperlinks, indexes. This paper introduces concept of web crawler, types of web crawlers & architecture describing 
working of web crawler. A crawler additionally called online spider or web automaton may be a program or machine driven script that 
browse the planet wide internet during a organized, machine-driven manner. A web crawler may be a program that goes round the net 
assembling and storing knowledge in an exceedingly information for additional analysis and arrangement. 
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1.  INTRODUCTION 
  Web crawling is the process by which we gather pages 
from the web, in order to index them and support a search 
engine. The object of crawling is to fast and efficiently 
gather as many useful web pages as possible, together with 
the link structure that interconnect them. World comes 
closer through mobile phones, as the communication has 
been made at ease, searching relevant things in a 
moment.[1] Web crawler is the central part of the search 
engine, it browses through the hyper links & stores the 
visited links for the future use. Web crawlers also known as 
Web spiders, bots, robots, walkers and wanders. Web 
crawlers are programs which downloads the documents 
from the Website. There is huge information on the 
Website. The main component to retrieve the web 
information is web crawler. It is a program which traverses 
the Website in a methodically, automated manner. Survey 
engines give a lot of unwanted information.  Vanish users 
mainstay perform to a checkout mechanism as the quick a 
like of arbitration the lead, or product that they want. 

2. RELATEDWORK 
The internet is a vast collection of web pages containing 
terabytes of information. The required information can be 
achieved by search engines. One of the building block of 
search engines is the web crawler[2]. A web crawler is a 
bot that goes around the internet collecting & storing it in a 
database for further analysis & arrangement of the data. 
The information sources available on the world wide web 
are huge in number. Hence, it has become necessary for 
users to utilize automated tools in order to find, extract, 
filter & evaluate the desired information & resources[5]. 
This can be achieved with the help of search engine & the 
web crawler is the important part (building block) of the 
search engine. Due to limited bandwidth storage, and 
computational resources, & to the dynamic nature of the 

web, search engines cannot index every web page, & even 
the covered portion of the web cannot be monitored 
continuously for changes[3]. Thus it is important to 
develop effective agents to conduct red time searches for 
users. 
  The performance of the search engine is improved by web 
crawling & also it produce more comprehensive search in 
the www website. 

2.1 Focused crawler  
           Focused crawler is a web crawler for downloading 
pages that are related to a specific area of interest. It 
collects the documents that are focused & relevant to a 
given topic. The focused crawler can be called as Topic 
Crawler because of the way it works. The given page is 
relevant to a particular topic & how to proceeds is 
estimated by the focused crawler. [6]The advantages of this 
crawler are – it requires less hardware & n/w resources & 
so it costs less. It employs the different techniques. For 
searching. Certain F.C. Employs Best-Fit search strategy. 
Some f.C. employs page rank technique for giving out the 
most important page. Others uses the neural net, back 
propagation to find the most relevant. [1] 

2.2 Distributed Crawler  
          Distributed computing technique is the main 
foundation for distributed web crawling. Many crawlers are 
working at the same time in tandem & distribute the work 
load of crawling the web in order to have maximum 
coverage of the internet[6]. A central server manages the 
communication, synchronization of nodes & communicates 
bet different bots. It is also geographically distributed[2].It 
primarily uses page rank algorithm to increase efficiency & 
quality of search. The advantage of it, is resistant to system 
crashes & other events & can adopt to various crawling 
requirements. 
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2.3 Traditional Crawler  
          A traditional crawler periodically crawls the already 
crawled URLS & replaces the old documents with the 
newly downloaded documents with the newly downloaded 
documents to refresh its collection[14]. On the contrary, an 
incremental crawler refreshes incrementally the already 
existing collection of the pages by visiting them frequently. 
This is based upon an estimation of the rate at how often 
pages change[7]. It also replaces old and less important 
pages by new and more relevant pages. It resolves the 
problem of freshness of the data. The advantage of 
incremental crawler is that only valuable data is provided 
to the user. Thus we save n/w bandwidth and also achieve 
data enrichment. 

2.4 Parallel crawler  
           More than one crawler can run in parallel, which are 
referred as patrolled crawlers. It can be on locale crawlers. 
It can be on local n/w or be distributed at geographically 
distant locations[11. It is proposed for interesting & 
different methods for achieving high performance & 
effective memory usage of this page for three addresses. If 
only one address is needed, center all address text. For two 
addresses, use two centered tabs, and so on. For three 
authors, you may have to improvise[9]. 

3. DESIGN 
3.1 ARCHITECTURE:  

         In this purpose system to search easily and effectively 
search the web data sources. It is designed for achieving  
quick and  relevant  search. When  user  enter  any  URL  
on  web browser  then there is seed sites  are the collection 
of  sites in a site  database. seed sites also called candidate  
sites  given for crawling .which is follows  the  URL s  
from choose  by candidate site to explore other domains. In 
this reverse  search is performed If crawler found less 
number  of  unvisited sites then reverse search is performed  
for  discovering  large number of  relevant  sites. 
 

 

Seed Site: 
Seeds sites are candidate sites given for Crawler to start 
crawling, which begins by following URLs from chosen 
seed sites to explore other pages and other domains. When 
the number of unvisited URLs in the database is less than a 
threshold during the crawling process, crawler performs 
reverse searching” of known deep web sites for pages and 
feeds these pages back to the site database. 

Site Locating: 
In site locating stage  the  most  relevant  sites  are  located. 
In this site ranking, site classification is  performed  by 
using  DFS and  BFS. The site locating stage starts with a 
seed of sites in a site database. Seeds sites are candidate 
sites given for to crawler start crawling, which begins by 
following URLs from chosen seed sites to explore other 
pages and other domains. 

Site Collecting: 
The crawler follows all newly found links.The crawler 
search to minimize the number of visited URLs, and at the 
same time maximizes the number of new websites.To 
achieve these goals, using the links in downloaded 
webpages. 

In-site exploring: 
Once a site is located as topic relevant, in-site exploring is 
performed to find searchable forms. The goals are to 
quickly spread searchable forms and to cover web 
directories of the site as much as possible. To achieve these 
goals, in-site exploring have two crawling strategies for 
efficiency and coverage. 

Stop early Crawling strategy is used to improve crawling 
efficiency and coverage.  

SC1: The maximum depth of crawling is reached. 
SC2: The maximum crawling pages in each depth 
         are reached. 
SC3: A predefined number of forms found for each 
        depth is reached. 
SC4: If the crawler has visited a predefined number 
        of pages without searchable forms in one 
        depth, it goes to the next depth directly. 
SC5: The crawler has fetched a predefined number 
         of pages in total without searchable forms. 
SC1 limits the maximum crawling depth. Then for each 
level we set several stop criteria (SC2,SC3, SC4). A global 
one (SC5) restricts the total pages of unproductive 
crawling. 

Finally, complete content and organizational editing 
before formatting. Please take note of the following items 
when proofreading spelling and grammar: 

3.2 Algorithm: 
    Reverse Searching: 
       Reverse search of crawler is done when crawler 
bootstraps and the size of frontier decreases. 
Algorithm: Reverse search for more sites. 

Input : Seed site/candidate site. 
Output : Relevant sites. 
 While # of candidate sites less than threshold do 

                    //pick up the website 
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                    Site=get(site database, seed sites) 
     result page = reversesearch(site) 
     links = extractlinks(resultpage) 
     for each link in links do 
          page = downloadpage(link)  
                         relevant = classify(page) 
     end 
                 end. 
While crawling, crawlerfollows the out-of site links of 
relevant sites. To accuracy classify out-of-site links, Site 
Frontier utilizes two queues to save unvisited sites. The 
high priority queue is for out-of-site links that are classified 
as by Site Classifier and are judged by Form Classifier to 
contain searchable forms. The low priority queue is for out-
of site links that only judged as relevant by Site Classifier. 
For each level, Site Ranker assigns relevant scores for 
prioritizing sites. The low priority queue is used to provide 
more candidate sites. 

3.3 Mathematical Model: 
     Let S be the system  
S={Us,Vs,Fs} 
Where Us = Unvisited Sites. 
 Vs = Visited Sites. 
          Fs =  Frequent Site. 
The site frequency measures the number of times a site 
appears in other sites. In particular, we consider the 
appearance in known deep sites to be more important than 
other sites. The site frequency is defined as: 

 
 SF(s) = ∑  Ii 

 
where Ii = 1 if s appeared in known  web sites, 
otherwise Ii = 0. 

3.4 Result 
The Four Domain experiments. In this purpose system, we 
compare the running time to particular domain and also the 
searchable links. 
This experiment studies the effectiveness of the site 
collecting mechanism in our Crawler. A for more 
searchable forms is that the Crawler fetch links from the 
high priority queue of Site Frontier. The proposed crawling 
strategy can mitigate the draining of Site Frontier for 
twelve online domains. Table 2 compares the searchable 
links between the Existing syatem and new purposed 
system. the  strategies, such as reverse searching, is used 
inn new crawler for various domain such as “book” ad 
“product”. The site numbers in high priority queue of Site 
Frontier increased. 
 

Table1: Searchable links. 
 

Sr.No. URL 
Searchable Links 

Existing System New system 

1 Book 2838 11697 
2 Product 1571 1938 
3 Education 1347 1853 
4 Medical 4058 10964 
 
Graph: 

The following graph is depends upon the searchable links 
between the existing crawler and the new purpose system. 
Along the y-axis searchable links are available in terms of 
thousands and along the x-axis various domain are 
available. 
 

 
 
The figure, we can see that Crawler can identify relevant 
features (e.g., “Book” and “Product” in URLs, anchors, and 
texts around links) from the initial iteration and the 
frequency of these terms maintain a stable increment over 
iterations. 

4. CONCLUSION 
    To remove unreliability and to increase the performance 
of web search engine multiple methods are applied. In this 
proposed work of searching is based on similarities 
between seed site and candidate site. A crawler is a 
Focusing on efficient site locating and reverse searching  
in-site exploring. A crawler performs site-based locating by 
reversely searching and its for web sites for pages. In future 
work, we plan to combine pre-query and post-query 
approaches for classifying deep-web forms to further 
improve the accuracy of the form classifier. 
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